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We show that if one replaces $N$ masses in an infinite harmonic, perfect $\nu$-dimensional crystal by $N_{1}$ lighter and $N_{2}$ heavier ones such that $N_{1}+$ $N_{2}=N$ is finite, then one introduces at most $\nu N_{1}$ (isolated) bound states. This can be considered as an extension of the results of Romerio and Wreszinski.
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Consider the equations of motion of an infinite harmonic crystal in $\nu$ dimensions, with $\mathbb{Z}^{v}$ labeling the particles. Let $M_{n}$ be the mass at the site $n \in \mathbb{Z}^{v}$ and let $\alpha=1, \ldots, \nu ;$ then $^{(1)}$

$$
\begin{equation*}
M_{n} \ddot{x}_{\alpha}(n)=-\sum_{m, \beta} \Phi_{\alpha, \beta}^{n, m} x_{\beta}(m) \tag{1}
\end{equation*}
$$

where $m$ runs through $\mathbb{Z}^{v}, \beta=1, \ldots, \nu$, and $x_{\beta}(m)$ is the deviation of the $m$ th particle in the Cartesian $\beta$-direction of $\mathbb{R}^{\nu}$. In (1), $\Phi=\left\{\Phi_{\alpha, \beta} \mid \alpha, \beta=1, \ldots, \nu\right\}$ is called the interaction matrix. We assume

$$
\begin{equation*}
\Phi_{\alpha, \beta}^{n, m}=\Phi_{\alpha, \beta}^{n-m} ; \quad \Phi_{\alpha, \beta}^{n-m}=0, \quad|n-m|>N_{0} \tag{2}
\end{equation*}
$$

that is, a translationally invariant, finite-range interaction. For an extensive study of the infinite harmonic crystal we refer to Ref. 2 (cf. also Ref. 3). By a (canonical) transformation we can rewrite (1) in the form

$$
\begin{equation*}
\ddot{x}_{\alpha}(n)=-\sum_{m, \beta} M_{n}^{-1 / 2} \Phi_{\alpha, \beta}^{n, m} M_{m}^{-1 / 2} x_{\beta}(m) \tag{3}
\end{equation*}
$$

[^0]Upon introducing the diagonal mass matrix $\mathbf{M}$, defined by $\left(\mathbf{M} x_{\alpha}\right)(n)=$ $M_{n} x_{a}(n)$, and putting $x=\left(x_{\alpha}\right)$, we find that (3) is nothing but

$$
\begin{equation*}
\ddot{x}=-\mathbf{M}^{-1 / 2} \Phi \mathbf{M}^{-1 / 2} x \equiv-\Phi_{\mu} x \tag{4}
\end{equation*}
$$

We are interested in $\sigma\left(\Phi_{\mu}\right)$, the spectrum of $\mathbf{M}^{-1 / 2} \Phi \mathbf{M}^{-1 / 2}$ as an operator in $\mathscr{H}=\underset{1}{\oplus} l^{2}\left(\mathbb{Z}^{v}\right)$. We say $x \in \mathscr{H}$ describes a bound state if $x \neq 0$ and $\Phi_{\mu} x=$ $\lambda x$, or, equivalently, if $x$ is an eigenvector with eigenvalue $\lambda$. Clearly, $x$ is more or less "localized." In addition, we assume $\Phi x=0 \Leftrightarrow x=0$, i.e., $\lambda=0$ is never an eigenvalue. By stability, $\Phi \geqslant 0$.

If $M_{n}=M, \forall n \in \mathbb{Z}^{\nu}, \mathbf{M}=M \mathbb{1}$ and the spectrum of $M^{-1} \Phi \equiv \Phi_{0}$ is well known (Ref. 2, p. 131 and Section 3.4): It is absolutely continuous and consists of a closed interval [ $0, P$ ]. Actually, by Fourier transformation, $\Phi_{0}$ is unitarily equivalent to the dynamical matrix $D(k)$ which is defined on the Brillouin zone (BZ); in this case we have $\nu$ acoustic modes. ${ }^{(1)}$ Running waves with wave vector $k \in \mathrm{BZ}$ are associated with the spectrum of $\Phi_{0}$; evidently, they are not localized at all! We now perturb this pleasant situation somewhat.

Denote by $|\Lambda|$ the number of points in $\Lambda \subseteq \mathbb{Z}^{\nu}$. Let $\Lambda=\Lambda_{1} \cup \Lambda_{2}$, and let $\mathbb{Z}^{v}=\Lambda_{1} \cup \Lambda_{2} \cup\left(\mathbb{Z}^{v}-\Lambda\right)$ be a partition of $\mathbb{Z}^{v}$ into three disjoint regions with finite $N=|\Lambda|=\left|\Lambda_{1}\right|+\left|\Lambda_{2}\right|=N_{1}+N_{2}$ and such that

$$
\begin{equation*}
M_{n}<M, \quad n \in \Lambda_{1} ; \quad M_{n}>M, \quad n \in \Lambda_{2} \tag{5}
\end{equation*}
$$

while $M_{n}=M$ for $n \notin \Lambda$, i.e., we replace some masses by lighter ones and some by heavier ones. Problem: Describe $\sigma\left(\Phi_{\mu}\right)$ and, more specifically, give the number of eigenvalues-including their multiplicities. This is also of interest for ergodic theory because one can show ${ }^{(2,3)}$ that if $\Phi_{u}$ does not have any eigenvalue [that is, the point spectrum $\sigma_{p}\left(\Phi_{\mu}\right)$ is empty], then the system is not only ergodic, but also weakly mixing, or even Bernoulli when the singular continuous spectrum is absent. We now turn to the solution of our problem.

As $\left(\mathbf{M}^{-1}-M^{-1} \mathbb{1}\right)$ is a finite-rank operator (or equivalently trace class because there is only a finite number of masses in nature), the same holds for $\left(\mathbf{M}^{-1 / 2}-M^{-1 / 2 \mathbb{1}}\right)$ and thus also for

$$
\begin{equation*}
\mathbf{M}^{-1 / 2} \Phi \mathbf{M}^{-1 / 2}-M^{-1 / 2} \Phi M^{-1 / 2}=\Phi_{u}-\Phi_{0} \tag{6}
\end{equation*}
$$

According to Ref. 4, $\sigma_{\mathrm{ac}}\left(\Phi_{\mu}\right)=\sigma_{\mathrm{ac}}\left(\Phi_{0}\right)$. But not only does the absolutely continuous spectrum remain the same; the essential spectrum does not change either. ${ }^{(4,5)}$ So we can expect only isolated eigenvalues of finite multiplicity outside $[0, P]$, and accordingly we focus our attention on that part of $\sigma_{p}\left(\Phi_{\mu}\right)$. One easily shows that $\lambda \in \sigma_{p}\left(\mathbf{M}^{-1 / 2} \Phi \mathbf{M}^{-1 / 2}\right)$ is equivalent to $\lambda \in \sigma_{p}\left(\Phi^{1 / 2} \mathbf{M}^{-1} \Phi^{1 / 2}\right)$ and that the multiplicity is the same in both cases; the second representation has the advantage of being linear in $\mathbf{M}^{-1}$, and thus in the perturbation.

Au fond, we have to generalize "Rayleigh's theorem" (Ref. 1, Chapter VIII) to the case of an infinitely extended system; to do this the use of the Weinstein-Aronszajn (WA) determinant ${ }^{(4)}$ will be instrumental. Let $S=$ $T+A$, where $A=\sum_{j=1}^{m}\left|x_{j}\right\rangle\left\langle e_{j}\right|, m<+\infty$, and define the WA determinant as

$$
\begin{equation*}
\omega(\zeta) \equiv \omega(\zeta ; T, A)=\operatorname{det}\left\{\delta_{j k}+\left(e_{i}, R(\zeta) x_{k}\right)\right\} \tag{7}
\end{equation*}
$$

where $R(\zeta)=(T-\zeta)^{-1}$. In our case $T=\Phi_{0}$, or the like; $\omega(\zeta)$ is then a meromorphic function in $\Delta=\mathbb{C} \backslash[0, P]$. Introduce, furthermore, the multiplicity function

$$
\nu(\zeta ; \omega)= \begin{cases}k & \text { if } \zeta \text { is a zero of } \omega \text { of order } k \\ -k & \text { if } \zeta \text { is a pole of } \omega \text { of order } k \\ 0 & \text { for other } \zeta \in \Delta\end{cases}
$$

and

$$
\tilde{\nu}(\zeta ; T)= \begin{cases}0 & \text { if } \zeta \notin \sigma(T) \\ \operatorname{dim} \mathbf{P} & \text { if } \zeta \text { is an isolated point of } \sigma(T) \\ +\infty & \text { in all other cases }\end{cases}
$$

where $\mathbf{P}$ is the projection associated with the isolated point $\zeta$ of $\sigma(T)$. Then the (first) WA formula says ${ }^{(4)}$

$$
\begin{equation*}
\tilde{\nu}(\zeta ; S)=\tilde{\nu}(\zeta ; T)+\nu(\zeta ; \omega) \tag{8}
\end{equation*}
$$

So the function $\tilde{\nu}$ gives precise information about the isolated points of the spectrum.

Theorem. The number of bound states (including multiplicity) outside $[0, P]$ does not exceed $\nu N_{1}$.

Proof. By induction. Suppose the theorem holds for $N=N_{1}+N_{2}$. We replace the mass $M$ at $x$ by $M_{x}$; either (a) $M_{x}<M$ or (b) $M_{x}>M$.
(I) $y=1$. The (first) WA formula (8) says, with

$$
\begin{equation*}
T=\Phi^{1 / 2} \mathbf{M}_{N}^{-1} \Phi^{1 / 2}, \quad A=\left(M_{x}^{-1}-M^{-1}\right) P_{x} \equiv \mu|e\rangle\langle e| \tag{9}
\end{equation*}
$$

and $P_{x}$ as the projection on the site $x$, that

$$
\begin{equation*}
\omega(\zeta ; T, A)=1+\mu\left(\Phi^{1 / 2} e,\left[\Phi^{1 / 2} \mathbf{M}_{N}^{-1} \Phi^{1 / 2}-\zeta\right]^{-1} \Phi^{1 / 2} e\right) \tag{10}
\end{equation*}
$$

Suppose, for instance, that $N_{1}=2 ; \Phi^{1 / 2} \mathbf{M}_{N}^{-1} \Phi^{1 / 2}$ is self-adjoint, so $\omega(\zeta)$ may be rewritten in the form (putting $\Phi^{1 / 2} e=f$ )

$$
\begin{equation*}
\omega(\zeta)=1+\mu \int_{0}^{P}(\lambda-\zeta)^{-1} d\left\|E_{\lambda} f\right\|^{2}+\sum_{i=1}^{N_{1}} \mu\left(\lambda_{i}-\zeta\right)^{-1}\left|\left(e_{i}, f\right)\right|^{2} \tag{11}
\end{equation*}
$$

and we now expect two poles, say in $\lambda_{1}$ and $\lambda_{2}$. We find the new bound


Fig. 1. (a) $\omega(\zeta)-1$ when $\mu>0\left(M_{N+1}<M\right)$; (b) $\omega(\zeta)-1$ when $\mu<0\left(M_{N+1}>M\right)$.
states where $\omega(\zeta)=0$ and $\zeta>P$; see Fig. 1. The zeros of $\omega(\zeta)$ are the points $\zeta_{i}$ where the plotted $[\omega(\zeta)-1]$ crosses the horizontal line -1 . The dotted lines, though characteristic for the infinite system, will not enter the picture before (III) and (IV).

Clearly, $\omega(\zeta)$ has three zeros when $\mu>0$ and only two when $\mu<0$. Moreover, the order of the zeros is one; to see this, it suffices to prove $\omega^{\prime}\left(\zeta_{i}\right) \neq 0$. When $\zeta \notin \sigma(T), \omega(\zeta)$ is analytic in a neighborhood of $\zeta$ and

$$
\begin{equation*}
\omega^{\prime}(\zeta)=\mu\left(\Phi^{1 / 2} e,\left[\Phi^{1 / 2} \mathbf{M}_{N}^{-1} \Phi^{1 / 2}-\zeta\right]^{-2} \Phi^{1 / 2} e\right) \tag{12}
\end{equation*}
$$

being zero implies

$$
\begin{equation*}
\left|\Phi^{1 / 2} \mathbf{M}_{N}^{-1} \Phi^{1 / 2}-\zeta\right|^{-1} \Phi^{1 / 2} e=0 \Rightarrow \Phi^{1 / 2} e=0 \tag{13}
\end{equation*}
$$

so $e=0$ and we have a contradiction. Ergo, $\omega^{\prime}\left(\zeta_{i}\right) \neq 0$. Notice that the slopes of the curves in Fig. 1 are in agreement with (12). Finally, if there is
not a pole in $\lambda_{2}$ (e.g.), $\zeta_{2}$ moves to the left in Fig. 1a but $\zeta_{3}$ is missing. There is no problem, however, for in this case $\tilde{\nu}\left(T, \lambda_{2}\right)=+1$, while +1 would be compensated by $\nu\left(\omega, \lambda_{2}\right)=-1$ if there were a pole in $\lambda_{2}$. An analogous argument applies to Fig. 1b.
(II) $\nu=2$. Nothing changes essentially. Only

$$
\begin{equation*}
A=\mu\left|e_{1}\right\rangle\left\langle e_{1}\right|+\mu\left|e_{2}\right\rangle\left\langle e_{2}\right| \tag{14}
\end{equation*}
$$

as the interaction matrix is now $2 \times 2$, and we add these two projection operators one after the other. Also here $|\omega(\zeta)|$ is supposed to blow up when $\zeta$ approaches $P$ from above. Intuitively, the reason is the following. Take $N_{1}=1$ and $N_{2}=0 . P$ is the maximum of a certain eigenvalue $\omega_{i}(k)^{2}$ of the dynamical matrix $D(k)$, say $P=\omega_{i}\left(k_{0}\right)^{2}$. A Taylor expansion then gives

$$
\begin{equation*}
\omega_{i}(k)^{2}-\omega_{i}\left(k_{0}\right)^{2}=\frac{1}{2}\left(k-k_{0}\right)^{2}\left(\omega_{i}^{2}\right)^{\prime \prime}\left(k_{0}\right)+\cdots \tag{15}
\end{equation*}
$$

in a neighborhood of $k_{0}$ when $\nu=1$, while an analogous relation holds when $\nu=2$; cf. also Ref. 2, Figs. VII.7-VII.11. Combining (10) and (15) gives the desired result. In (IV) we shall point out what can be said in general.
(III) $v=3$. When $v=3$, however, the reasoning around (15) breaks down and we may get the dotted line near $P$ and thus no bound states. If $\mu>0$ is large enough, the dotted line will cross -1 in $\zeta_{1}>P$ and we are done again. A rough estimate for such a $\mu$ is

$$
\begin{equation*}
\mu\left(e_{1}, \Phi e_{1}\right)>P \tag{16}
\end{equation*}
$$

(IV) $v=1,2$, or 3 . As soon as the dotted line appears above -1 , the number of bound states does not increase any more. At the left-hand side of zero we never get a bound state: In case of $\mu<0$ the function $[\omega(\zeta)-1]$ is monotonically decreasing from zero to $M / M_{n}-1$ when $\zeta$ goes from $-\infty$ to 0 ; the case $\mu>0$ is trivial. Of course this last result also follows from general considerations (positivity).

Let us add some remarks. First, notice that the order of the zeros of $\omega(\zeta)$ corresponds with the multiplicity of the eigenvalues. Second, we recovered the result that any mass $<M(>M)$ does (does not) give a bound state when being placed in a perfect one-dimensional lattice. ${ }^{(8,7)}$ Third, there is a quite natural argument (not a proof) that there are no bound states inside $[0, P]$ when $\nu=1$ or 2 . Suppose on the contrary that they were there. We then would have, after a Fourier transformation of $\Phi^{1 / 2} \mathbf{M}^{-1} \Phi^{1 / 2} x=\lambda x$ with $\lambda \in[0, P]$, that $\lambda=\omega_{i}\left(k_{0}\right)^{2}$ while at the same time

$$
\begin{equation*}
\hat{x}(k)=[\lambda-D(k)]^{-1} \sum_{n=1}^{v N} \mu_{n} \hat{f}_{n}(k)\left(f_{n}, x\right) \quad[\text { a.e. }] \tag{17}
\end{equation*}
$$

But

$$
\begin{equation*}
[\lambda-D(k)]^{-1}=\sum_{i=1}^{\nu}\left[\omega_{i}\left(k_{0}\right)^{2}-\omega_{i}(k)^{2}\right]^{-1}\left|d_{i}\right\rangle\left\langle d_{i}\right| \tag{18}
\end{equation*}
$$

and the functions $\left[\omega_{i}\left(k_{0}\right)^{2}-\omega_{i}(k)^{2}\right]^{-1}$ are not in $L^{2}(\mathrm{BZ})$ when $\nu=1$ or 2 , so we do not expect that $\hat{x}$ will be there either. Thus $x \in \mathscr{H}$ cannot be realized, prohibiting $\lambda$ to be an eigenvalue.

Finally we remark that these techniques can be applied equally well to nonprimitive lattices. They enable us to strengthen considerably the results of Romerio and Wreszinski, ${ }^{(8)}$ who used completely different (and more global) methods. Let us add that the assertions of Ref. 8 on the spatial decay properties of the eigenvectors $x$ satisfying $\mathbf{M}^{-1 / 2} \Phi \mathbf{M}^{-1 / 2} x=\lambda x$ with $\lambda \notin$ $[0, P]$ are actually much better than is stated. When the interaction is finite range, the components of $x$ tend to zero exponentially, as follows from a relation like (17) (study $\Phi \mathbf{M}^{-1} y=\lambda y$ with $y=\mathbf{M}^{1 / 2} x$ and $M_{n}=M$ when $|n|$ is sufficiently large) combined with an analyticity argument; cf. Ref. 2, Section 3.4, and Ref. 7.
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